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El nuevo panorama de la clonacion de voz

2016, Star Wars Rogue One
Uso de la imagen y voz del fallecido actor Peter
Cushing

Avance en la produccion cinematografica y muestra
del potencial de la tecnologia.







Preguntas Criticas

¢ Qué pasa si un criminal utuliza esta tecnologia?
;Estamos preparados para enfrentar el uso malicioso?



Algunos ejemplos de esta tecnologia



[Musica]
Déjame hablarte










PEOPLE ARE POORLY EQUIPPED TO DETECT
AI-POWERED VOICE CLONES

A PREPRINT
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Berkeley, CA. 94720 and Computer Sciences
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Berkeley, CA, 94720
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October 8, 2024

ABSTRACT

As generative Al continues its ballistic trajectory, everything from text to audio,
image, and video generation continues to improve in mimicking human-generated
content. Through a series of perceptual studies, we report on the realism of Al-
generated voices in terms of identity matching and naturalness. We find human
participants cannot reliably identify short recordings (less than 20 seconds) of Al-
generated voices. Specifically. participants mistook the identity of an Al-voice for
its real counterpart 50% of the time. and correctly identified a voice as Al-generated
only 60% of the time. In all cases, performance is independent of the demographics
of the speaker or listener.

Keywords: Generative Al | Voice Cloning | Voice Identification



Mas ejemplos...






Caso reciente con artistas contemporaneos
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Preguntas Criticas

Si es possible recrear a un artista,
;que impide clonar la voz de un funcionario publico?

13



14



WSJE CYBERSECURITY

Hogar  Noticia »  Archivo deinvestigacion »  Boletines  Eventos «

Caso en Reino Unido

imitar la voz del CEO en un inusual

caso de ciberdelincuencia
e n Las estafas con inteligencia artificial son un nuevo reto paralas
empresas

Los delincuentes utilizaron software basado

en inteligencia artificial para hacerse pasar -

por la voz de un director ejecutivo y exigir E

una transferencia fraudulenta de 220.000 U iSa =i b

euros (243.000 ddlares) - SCS
Es el primer caso observado de un deepfake de voz T

generado por inteligencia artificial utilizado en una estafa.

\Unido

. ftivo de la
Las estafas telefonicas no son nada nuevo, pero por lo general no es un  fondos
CEO consumado. r
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Caso en Emiratos
Arabes Unidos, 2020

Fraude por 35 millones de dolares
usando varias técnicas con las nuevas
tecnologias en combinacion de la
clonacion de voz.

Forbes “

IT y hampa: clonaron la voz de un gerente para robar

US$ 35 millones a un banco

Thomas Brewster

UNITED STATES DISTRICT COURT
FOR THE DISTRICT OF COLUMBILA

IN RE APPLICATION OF USA PURSUANT
T'0 18 US.C. § 3512 FOR ORDER FOR
COMMISSIONER’S APPOINTMENT FOR
MONEY LAUNDERING INVESTIGATION

ML Neo: 1:21-ML-00887

Reference: DOJ Ref. # CRM-182-77215

APPLICATION OF THE UNITED STATES FOR AN ORDER
FOR A COMMISSIONER'S APPOINTMENT PURSUANT TO 18 U.S.C. § 3512

The United States of America, moving by and through its undersigned counscl,
respectiully submits this ex parfe application for an Order, pursuant to 18 US.C. § 3512,
appointing the undersigned attorney, Rachel G, Herlz, Trial Attomey, Office of Intemational
Affairs, Criminal Division, 1J.S. Department of Justice (or a substitute or suceessor subsequently
designated by the Office of International Affairs), as a commissioner to collect evidence and o
take such other action as is necessary to execute this and any subsequent, supplemental requests
for assistance with the above-captioned criminal matter from the United Arab Emirates (UAE).
In support of this application. the United States asserts:

RELEVANT FACTS

1 The Ministry of Justice of the United Arab Emirates submitied a request for

assistance (ihe Request) to the United States, pursuant to the pninciples of comity and reciprocity.

2 As stated in the Request, the Dubai Public Prosecution Office in the UAE is
investigaiing multiple mrgess for money laundering. which occurred in or about January 2020, in

violation of the criminal law of the UAE. specifically, Articles 1. 2ac. 4, 572-1. 1/6. 100, 21,

tutiliza en un gran robo en los Emiratos
vestigadores de Dubai, en medio de
t1a nueva tecnologia por parte de los

{te de un banco en los Emiratos Arabes Unidos
ombre cuya voz reconocié: un director de una
tblado antes. El director tenia buenas noticias: su
una adquisicién, por lo que necesitaba que el

ncias por valor de 35 millones de délares.

F
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El crimen ha evolucionado
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Decenas de herramientas gratis y pago accesibles
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El crimen ha evolucionado

;Como funcionan estas tecnologias?
:Que podemos hacer para contrarestarlas?
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Tono
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Caracteristicas de un audio
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Timbre Velocidad de habla

N\

Inflexiones
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REAL-TIME DETECTION OF Al-GENERATED SPEECH FOR
DeePFAKE VoicE CONVERSION

Jordan 1. Bird, Ahmad Lot
Nouingham Trent University
Nottingham, UK
{jordan.bird, ahwad.lotfi}Entu.ac.uk

ABSTRACT

There are growing i Al in the speech domsain that enable voice
clomng and real-time voice conversion from one individual to another. This technology poses a
significant ethical threat and could lead to breaches of privacy and mistepresentation, thus there is
an urpent need for real-time detection of Al-generated speech for DeepFake Yoice Conversion. To
address the ahove emerging issnes, the DEEP-VOICE dataset is generated in this stody, comprised of
real human speech from eight well-known figures and their speech convered (o one another using
Retrieval-based Voice Conversion. T ing ns a hinary classification problem of whether the
speech is real or Al-penerated, statistical analysis of temporal audio features throwgh -Hesting reyveats
that there are significantly different distributions. Hyperparameter optimisation is implemented for
machine leaming models Lo identify the source of speech. Following the training of 208 individua!
machine kearming models over 10-fold cross validation, it is found that the Extreme Gradient Boosting
model can achieve an average classification accuracy of 99.3% und can classify speach in real-time,
st ground (LG4 milliseconds given one second of speech. All data generated for this study is mleased
publicly for furure research on Al speech dezction

Keywords Deephake Detection - Generative Al - Speech Recognition - Audio Signal Processing - Yoice Cloning

1 Introduction

The implications of generative Anificial Intelligence (AT in recent years are rapidly growing in importance, State-
of-the-art systems capable of converting a speaker’s voice to another in neal-time via a microphone and sophisticated
deep learning models. The ability o clone an individual's speech and use it during an cnline or phone call 1s no longer
science fiction, and is possible using o level i hral

Although this lechnology may prove atiractive for entertaimment purpeses, advancermnents in the ficld pose a significant
security threat, Human beings use voice as a method of recognising others in social si and often g iomed
Velce recognition |5 also used for biometric awhentication, and thus veice conversion could be used unethically 1o
breach privacy and security. In this case, the potential for misrepresentation and identity theft are enabled, which
requires | late solutions from the scientific literature,

The scicatific contributions of this work are threefold: first, the provision of an original audio classification datasct
comprised of 8 well-known public figures, with real audic coliected from the intermet and Al-penerated speech via
Retricval-hased Voice Comversion (RVC). Seeond, the statistical analysis of extracted audio features to explor which
sets of features are siatisticaily significant given the ification of human or Al-penerated speech. Third, the
hyp phimi of stati Machine Leaming (ML) madels towards improving accuracy and inference
time, in order 1o achieve real-lime recognition of Al-generated speech. The real-time models presented by this study are
impottant for real-world use, and could be wed. for exarmple, Lo provide a waming system lor individuals on phonecalls
or in conference calls, where a synthetic voice may be part of the conversation with nefarious aims.

applied
1 sciences
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Deepfake audio detection and justification with
Explainable Artificial Intelligence (XAl)
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MIT World Peace University
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Abstrack Fake media, generated by methods such as deeplakes, have become indistingu

from real media, but their detection has not improved al the same pace. Furthermore, the : Preeti Kale

of interpretability on deepfake detection models makes their reliability questionable, [nthi ~ MIT World Peace University
we present a human perception level of interpretability for deepfake audio detection. B Aamir Hullur

l_hel.r chﬂracrrm:st.wﬁ,.we |mp|em@l several explainable f.lr_nl'lflal mtelhg@lce (XA methes MIT World Peace University
for image classification on an audio-related task. In addition, by examining the human o

process of XAl on image classification, we suggest the use of a corresponding data for Atharva Gurav

praviding interpretability Using this novel concept, a fresh interpretation using attribution - MIT World Peace University

can be provided. Parth Godse

Keywortsrxplbinsbls artifisial thisit gemee pAT) aep i Hetectiony umanssentersdza VT Vrarid Pegee Universiy

intelligence

Research Article

1. Introduction Keywords: Generative Ardversarial Neural Networks (GANS), deepiake audio, VGG 16, Explainable Anificial

With recent advances in artificial intelligence and its applications, cases of ab  Intelligence (XAI), Fréchet Audio Distance (FAD)
Al technology have also increased. A deepfake is one of the main methods that
many of such cases. Thus far, only a few celebrities have been targeted. However, v Posted Date: October 17th, 2023
two phenomena triggered by the public’s recent increased use of social media, f.e.,
of data collection and (2) enhanced influence of information distribution, fake mec poy: hmpe://doi.org/10.21203/re. 3153444277 /71
profiferated.

While deepfake generation has improved considerably in recent times, the ac License: @ @ This work is licensed under a Creative Commaons Attribution 4.0 International License.
of deepfake detection has remained at 82.56% when tested upon a public open dat:
Though this performance improvement is significant from an academic perspective, i
msufficient for real-world usage. Given two major emerging issues, Le, less-than- . . o
accuracy of detection and widened target range, interpretability of deepfake detect Additional Declarations: No competing interests reported.
become a eribical consideration. However, contemporary research on explainable de
detection is not extensive and is himited to visual deepfake detection 2]

I this study, we implemented XAT methods on deeplake voice detection in o
be able to recommend the proper delivery of the interpretation at a human perceptic

Read Full License

To target the non-experts for linguistics as well as artificial intelligence, the study is f
on intuitiveness and a higher level of interpretability.

Currently, for speech recognition or speaker verification, methods, such as transform-
ers, comformers, or wav2vee, already show good performance [3-3]. However, in this study,
to focus on the proper delivery of the interpretation rather than the performance, simple
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Combatiendo los DeepFake de video

El secto privado apoyando a las autoridades francesas
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Un desafio a largo plazo



Adopcion de la tecnologia por los criminales



Gracias por su atencion
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